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Basic classification

- Finite differences numerical schemes evolve in time the point-values of the solution at cell centers.
- Finite volume numerical schemes evolve in time the cell averages of the solution.
- Discontinuous Galerkin schemes evolve in time the so-called degrees of freedom of the solution, i.e. the expansion coefficients with respect to given basis functions.

In this course we illustrate the third methodology, but a basic understanding of finite volume methods is also needed and it will be summarized in the following.
Chapter 1

Finite Volume schemes

1.1 Hyperbolic PDEs

We are assuming a system of PDEs in conservative form as
\[
\frac{\partial U}{\partial t} + \nabla \cdot F(U) = 0, \quad x \in \Omega \subset \mathbb{R}^d, \quad t \in \mathbb{R}_0^+,
\] (1.1)

where \( U \) is the vector of so-called conserved quantities, while \( F(U) = (f, g, h) \) is a non-linear flux tensor that depends on the state \( U \). A system like (2.2) can always be written as
\[
\frac{\partial U}{\partial t} + A \cdot \nabla U = 0,
\] (1.2)

where \( A(U) = \partial F/\partial U \) is the Jacobian of the flux vector. The system above is said to be hyperbolic if the matrix of coefficients \( A \) is diagonalisable with a set of real eigenvalues, or eigenspeeds, \( \lambda_1, \ldots, \lambda_N \) and a corresponding set of \( N \) linearly independent right eigenvectors \( R^{(1)}, \ldots, R^{(N)} \), such that \( AR^{(i)} = \lambda_i R^{(i)} \), 
\[
\Lambda = R^{-1}AR = \text{diag}(\lambda_1, \ldots, \lambda_N)
\]
is the diagonal matrix of eigenvalues and \( R \) the matrix of right eigenvectors.

More specifically, the system is said to be strictly hyperbolic if the matrix \( A \) has a set of eigenvalues that are real and also distinct, while it is said to be symmetric hyperbolic if the matrix \( A \) is symmetric, i.e. \( A = A^T \). Finally, the system is said to be weakly hyperbolic if the matrix \( A \) has a set of real eigenvalues but is not diagonalisable, so that it does not have a complete set of eigenvectors.

Remark: A system like (2.2) can always be written like (1.2), while the opposite is not true. Hence, numerical methods for the solution of (2.2) and (1.2) are intrinsically different.

1.2 Hyperbolic PDEs in physical sciences

There are good physical motivations to conjecture that all dynamic laws of physics can be written as a hyperbolic system, although such a formulation is not always available. Let us list the most prominent examples

- Classical [40] and relativistic [50] inviscid hydrodynamics
- Classical [28] and relativistic [2] (ideal) magnetohydrodynamics
- Relativistic [37] (resistive) magnetohydrodynamics
- Relativistic irreversible thermodynamics [32]
- Radiation hydrodynamics [4]
- Hydrodynamical modeling of semiconductors [3]
- Einstein equations [1]
1.3 Finite volume discretization

We are again assuming a system of PDE in conservative form as

$$\frac{\partial U}{\partial t} + \nabla \cdot F(U) = 0, \quad x \in \Omega \subset \mathbb{R}^d, \quad t \in \mathbb{R}_0^+.$$  \tag{1.3}

where $U$ is the vector of so-called conserved quantities, while $F(U) = (f, g, h)$ is a non-linear flux tensor that depends on the state $U$. On each time-slice let use discretise the spatial domain into $J$ computing cells $I_j = [x_{j-1/2}, x_{j+1/2}]$ of size $\Delta x = x_{j+1/2} - x_{j-1/2}$, with $j = 1, \ldots, J$. In addition, we define a spacetime control volume as $\Omega_j^{n+1/2} = I_j \times [t^n, t^{n+1}]$ and integrate Eq. (2.2) first in space over $I_j$

$$\frac{d}{dt} \int_{x_{j-1/2}}^{x_{j+1/2}} U(x,t)dx = F(U(x_{j-1/2},t)) - F(U(x_{j+1/2},t)), \tag{1.4}$$

where the partial time derivative has now become a total derivative, and then in time between $t^n$ and $t^{n+1}$ to obtain

$$\int_{x_{j-1/2}}^{x_{j+1/2}} U(x,t^{n+1})dx = \int_{x_{j-1/2}}^{x_{j+1/2}} U(x,t^n)dx \tag{1.5}$$

$$+ \int_{t^n}^{t^{n+1}} F(U(x_{j-1/2},t))dt - \int_{t^n}^{t^{n+1}} F(U(x_{j+1/2},t))dt.$$  

Equation (1.5) represents the integral form of the conservative equations (2.2). We next define two new quantities, the cell (volume) averages

$$U_j^n = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} U(x,t^n)dx, \tag{1.6}$$

and the numerical fluxes

$$F_{j \pm 1/2} = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} F[U(x_{j \pm 1/2},t)]dt, \tag{1.7}$$

such that (1.5) is rewritten as

$$U_{j+1}^{n+1} = U_j^n + \frac{\Delta t}{\Delta x} (F_{j-1/2} - F_{j+1/2}). \tag{1.8}$$

Because of the volume averages introduced in the definition (1.6), the numerical methods that will be built in this way are known as finite-volume methods.

It is important to stress that although we have introduced a discretisation of space and time, expression (1.8) does not (yet) represent a numerical scheme and is indeed exact as no mathematical approximation has been done yet. The exact mathematical method (1.8) becomes an approximate numerical method only when an approximation (and hence a truncation error) is introduced for the computation of the cell averages $U_j$ and of the numerical fluxes $F_{j \pm 1/2}$.

1.4 Conservative numerical schemes

A numerical scheme is called a conservative numerical scheme if it is based on the conservation form (2.2) of the PDEs. More specifically if

1. The numerical flux $F_{j+1/2}$ (and analogously $F_{j-1/2}$) depends on the values taken by $U$ on the neighbouring cells, namely if

$$F_{j+1/2} = \mathcal{F}(U_j^n, U_{j+1}^n, \ldots, U_{j+r}^n), \tag{1.9}$$

where $q$ and $r$ are integers and $\mathcal{F}$ is a numerical flux function of $q + r + 1$ arguments.
2. The flux function $\mathcal{F}$ reduces to the true physical flux in the case of constant flow, i.e. it satisfies the consistency condition
\[ \mathcal{F}(U, \ldots, U) = F(U). \] (1.10)
In practice, because for hyperbolic problems information propagates with finite speed and because the CFL condition on the time-step ensures that such information does not move across a single cell over a time-step, it is often convenient to assume that $F_{j+1/2}$ depends only on the values of $U$ in the two adjacent cells, i.e. $r = 0 = q$ and
\[ F_{j+1/2} = \mathcal{F}(U^n_j, U^n_{j+1}). \] (1.11)
As an illustrative example, we note that the Lax–Friedrichs scheme, for the case of the scalar advection equation with speed $\lambda$, can be written as a (consistent) conservative finite-volume scheme with a numerical flux function given by
\[ F_{j+1/2} = \mathcal{F}(U^n_j, U^n_{j+1}) = \frac{1}{2} \left[ F(U^n_j) + F(U^n_{j+1}) \right] - \frac{\Delta x}{2\Delta t} (U^n_{j+1} - U^n_j), \] (1.12)
where $U^n_j = u^n$ and $F(u^n) = \lambda u^n$. Similarly, the Lax–Wendroff scheme for the scalar advection equation can be re-interpreted as a finite-volume scheme with a numerical flux function
\[ F_{j+1/2} = \mathcal{F}(U^n_j, U^n_{j+1}) = F(U_{lw}), \] (1.13)
where
\[ U_{lw} = \frac{1}{2} (U^n_j + U^n_{j+1}) - \frac{\Delta t}{2\Delta x} [F(U^n_{j+1}) - F(U^n_j)]. \] (1.14)
Since conservative numerical schemes rely on the conservative formulation of the equations, serious problems may arise when such a conservative formulation is not available and in particular for those solutions admitting discontinuous waves.

1.5 The importance of conservative formulations

A solution to the Euler equations admitting shocks and with derivatives that are not defined at the shock, would not satisfy the hyperbolic partial differential equation in conservation form (2.2). For this reason, an alternative integral formulation can be adopted in order to rewrite a differential equation in a form that would admit also non-smooth “solutions”. The basic idea is that of multiplying the partial differential equation (2.2) by a smooth test function $\phi$ with compact support in space and of integrating it by parts to move the derivatives from the function $U$ over to the test function $\phi$. If we consider the simpler case of one spatial dimension only, we can write
\[ \partial_t U + \partial_x F = 0, \] (1.15)
so that if we multiply it by a continuously differentiable function $\phi(x, t)$ of compact support, the integration over space, with $x \in (-\infty, \infty)$, and time, with $t \in [0, \infty)$, will lead to
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{+\infty} [\phi \partial_t U + \phi \partial_x F] dx dt = 0. \] (1.16)
Integration by parts both in time and in space then leads to
\[ \int_{-\infty}^{+\infty} U dx \bigg|_{t=0}^{t=\infty} + \int_{-\infty}^{+\infty} F dt \bigg|_{x=-\infty}^{x=+\infty} - \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ U \partial_t \phi + F \partial_x \phi \right] dx dt = 0, \] (1.17)
and thus to
\[ \int_{0}^{\infty} \int_{-\infty}^{+\infty} \left[ U \partial_t \phi + F \partial_x \phi \right] dx dt = - \int_{-\infty}^{+\infty} \phi(x, 0) U(x, 0) dx, \] (1.18)
where we have used the property that $\phi$ has compact support and therefore
\[ \phi(x, t = \infty) = 0 = \phi(x = -\infty, t) = \phi(x = +\infty, t). \] (1.19)
A function $U$ is then called a weak solution of the conservative equation (1.15) if it satisfies the so-called weak formulation (1.18) for all functions $\phi$. As a result, also solutions involving discontinuities can be taken as weak solutions of the conservation equation.

The importance of a conservative formulation for the numerical solution of hyperbolic PDEs is underlined by the following two theorems:

**Theorem** Conservative numerical schemes, if convergent, converge to the weak solution of the problem [39].

**Theorem** Non-conservative schemes do not converge to the correct solution if a shock wave is present in the flow [31].

In other words, the two theorems above state that if a conservative formulation is used, then we are guaranteed that the numerical solution will converge to the correct one, while if a conservative formulation is not used, we are guaranteed to converge to the incorrect solution in the likely event in which the flow develops a discontinuity.

A well-known example of the importance of a conservative formulation is provided by the Burgers equation whose non-conservative representation

$$\partial_t u + u \partial_x u = 0$$

fails dramatically in providing the correct propagation velocity of a shock wave that might form during the evolution [40]. On the other hand, the solution of the conservative formulation of the Burgers equation (1.20), i.e.

$$\partial_t u + \partial_x \left( \frac{1}{2} u^2 \right) = 0,$$

leads to the correct propagation velocity with essentially all numerical schemes evolving smooth initial data.

## 1.6 Godunov methods

### Godunov’s original idea

Consider the finite-volume representation (1.8) of the conservation equation (2.2). The ingenious observation of Godunov was that at each interface between adjacent numerical cells the quantity $U^n_{j}$, which is the volume average of $U(x,t)$ over the cell $[x_{j-1/2}, x_{j+1/2}]$ at time $t = t^n$, manifests a jump, thus generating the “left” and “right” states of local Riemann problems. As a result, we can define as a Godunov method any method in which the fluxes $F_{j-1/2}^n$ and $F_{j+1/2}^n$ in Eq. (1.8) are calculated by solving a local Riemann problem at $x_j \pm 1/2$. Because this logic can be extended to any other cell, a Godunov method consists in the solution of a sequence of local Riemann problems [27, 55].

In its original form, Godunov’s approach used as left and right states the piecewise-constant distribution of data given by (1.6), thus building local Riemann problems, for systems of hyperbolic PDEs, with initial conditions given by

$$U(x,0) = \left\{ \begin{array}{ll} U^n_j & \text{if } x < x_{j+1/2}, \\ U^n_{j+1} & \text{if } x > x_{j+1/2}. \end{array} \right.$$  

The formal solution of the local Riemann problem will then provide the terms $U(x_{j \pm 1/2}, t)$, which can be used in Eq. (1.64) to calculate the fluxes $F_{j \pm 1/2}$. In particular, because the solution of a Riemann problem is self-similar (indeed, it consists either of a set of piecewise-constant values or of a set of rarefaction waves, which are themselves self-similar) and therefore constant along the line $x/t = 0$ emerging from the points $(x_{j \pm 1/2}, t^n)$, the two states $U(x_{j \pm 1/2}, t)$ are constant along the line $x/t = 0$. As a result, the time integrals on the right-hand side of (1.64) can be computed analytically as soon as the values $U(x_{j \pm 1/2}, t)$ are known.

A schematic representation of the original Godunov method as a sequence of local Riemann problems is offered in Fig. 1.1, where the continuous solution (blue solid line) is discretised as a constant value corresponding to the
1.6. GODUNOV METHODS

Figure 1.1: Schematic representation of local Riemann problems appearing at each cell interface in the original first-order Godunov method. Note that the continuous solution (blue solid line) is discretised as a constant value (green solid line) corresponding to the volume-average in the cell at \( x_j \). As a result, a series of piecewise-constant states is produced, which can be seen as a sequence of (small) elementary Riemann problems. Figure taken from [50].

volume-average in the cell at \( x_j \) and leading to a series of piecewise-constant states (green solid lines). The latter can be viewed as a sequence of (small) elementary Riemann problems as the one at \( x_{j+1/2} \) between the states \( U_j \) and \( U_{j+1} \). The evolution of the Riemann problems depicted in Fig. 1.1 from \( t^n \) to \( t^{n+1} \) is shown schematically in Fig. 1.2, where we report the characteristic waves originating from each cell interface. These waves represent a local Riemann fan and comprise shock waves (blue solid lines), rarefaction waves (red solid lines) and contact discontinuities (green dotted lines) whose direction of propagation will be dictated by the initial conditions of the local Riemann problem.

Note that, because the time-step is constrained by the CFL condition, it is possible that the characteristics emerging at time \( t^n \) from a given interface intersect with those emerging from the adjacent interface (this is indeed shown in Fig. 1.2 for the characteristic emanating from \( x_{j+1/2} \) and \( x_{j+3/2} \)). However, as long as the new characteristics produced at the intersection point at a time between \( t^n \) and \( t^{n+1} \) are not faster than the original ones generated at time \( t^n \) (i.e. there is no “wave acceleration”), the perturbation due to the wave interaction will have no time to reach the interface, leaving the computation of the numerical fluxes unaffected. Indeed, the condition that \( c_{\text{CFL}} \) needs to be chosen smaller than 1 in Godunov methods reflects the constraint on the choice of \( t^{n+1} \) that accounts for a possible wave acceleration.

A number of remarks can be made about the original Godunov scheme (1.8) with a piecewise-constant distribution of the data:

1. The scheme is conservative since it adopts the form (1.8) with a numerical flux function

\[
F_{j+1/2} = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} F(U(x_{j+1/2}, t)) \, dt = \mathcal{F}(U_j^n, U_{j+1}^n),
\]

in which \( \mathcal{F} \) is in the form prescribed by Eq. (1.11) because the solution of the Riemann problem only depends on the two (constant) states \( U_j \) and \( U_{j+1} \).

2. The scheme is upwind since it adopts the solution of the Riemann problem for the computation of the fluxes \( F_{j\pm1/2} \). The proof is indeed straightforward if we apply the scheme (1.8) to the linear advection equation.
with the flux given by $F = \lambda U$. In this case, the solution of each local Riemann problem at the generic cell interface $x_{j+1/2}$ is given by $U^n_{j+1}$, if $\lambda < 0$, and by $U^n_{j}$, if $\lambda > 0$. Therefore, the resulting scheme is given by

$$U^{n+1}_j = U^n_j - \alpha(U^n_j - U^n_{j-1}), \quad \text{if} \quad \lambda > 0, \quad (1.24)$$

and

$$U^{n+1}_j = U^n_j - \alpha(U^n_{j+1} - U^n_{j}), \quad \text{if} \quad \lambda < 0, \quad (1.25)$$

where $\alpha = \lambda \Delta t/\Delta x$. The schemes (1.24) and (1.25) are nothing but the upwind methods first introduced by [17]. For systems of nonlinear equations, the upwind property is guaranteed by the fact that the exact Riemann solver provides the full wave structure at each numerical interface, and therefore the resulting numerical flux respects the direction from which perturbations propagate.

3. The scheme is monotone and therefore non-oscillatory (easy to prove for a scalar advection equation).

4. The scheme is just first-order accurate in time and in space as a consequence of Godunov’s theorem and as evident from Eqs. (1.24)–(1.25), which are indeed first-order schemes.

5. The scheme is time-constrained by the CFL condition even when applied to a system of $N$ nonlinear equations. In other words, the time-step between $n$ and $n+1$ must be such that $\Delta t = c_{\text{CFL}} \min_k (\Delta x/|\lambda^n_k|)$, where $|\lambda^n_k|$ is the propagation velocity at time $t = t^n$, while the index $1 \leq k \leq N$ spans the set of possible different eigenvalues of the system.

From these considerations it emerges that the original Godunov method had the virtue of combining the least-accurate strategy for the calculation of the left and right states of the local Riemann problem (i.e the use of piecewise-constant data), with the most accurate strategy for the solution of such Riemann problems (i.e. the use of an exact Riemann solver).

**Modern Godunov methods**

If we want to go beyond the first order accurate Godunov method, we must face the limitations imposed by the following theorem, also due to Godunov

**Theorem** A linear (i.e. with constant coefficients) and monotonicity-preserving scheme is at most first-order accurate.
In practice, high-order linear schemes and the absence of oscillations are two incompatible requirements. Starting in the early 1970s, a great deal of effort has been dedicated to circumvent the strong limitations imposed by this theorem. Indeed, it was soon found that the numerical scheme must be made nonlinear. Hence, the spatial accuracy of the original first-order Godunov method can be improved if the left and right states of the Riemann problem solved at the interface \( x_{j+1/2} \) are not simply given by the constant values of \( U_j \) and \( U_{j+1} \), but are rather obtained after reconstructing a higher-order polynomial representation of \( U \) within each cell, starting from the averages \( U_j \) of \( U \) in a prescribed number of neighbouring cells.

Modern Godunov methods, unlike the original one, combine sophisticated strategies for the computation of the left and right states of the local Riemann problems with approximate solutions of such Riemann problems. The resulting methods have become so widely adopted that they are collectively known as high-resolution shock-capturing (HRSC) methods tout-court, which, broadly speaking, share the following features

- at least second order of accuracy on smooth parts of the solution;
- sharp resolution of discontinuities without large smearing;
- absence of spurious oscillations in the solution;
- convergence to the “true” solution as the grid is refined;
- no use of artificial-viscosity terms.

### 1.7 TVD reconstruction

The first implementation of non-linear conservative numerical schemes is obtained through so called Total Variation Diminishing methods. These methods improve the simple piecewise-constant representation adopted in the original Godunov method by providing a piecewise-linear reconstruction of \( U_j(x) \) inside each cell, i.e. by prescribing \( \tilde{U}_j^n(x) \) as

\[
\tilde{U}_j^n(x) = U_j^n + \sigma_j^n(x - x_j) \quad \text{with} \quad x_{j-1/2} \leq x \leq x_{j+1/2},
\]

(1.26)

where \( x_j = (x_{j-1/2} + x_{j+1/2})/2 \) is the coordinate value at the cell centre, while \( \sigma_j^n \) is the “slope” of the linear reconstruction inside the cell. Several choices are possible for the slope and the most commonly adopted TVD slope limiters are listed below.

- The minmod slope limiter [36, 59]

\[
\sigma_j^n = \minmod \left( \frac{U_j^n - U_{j-1}^n}{\Delta x}, \frac{U_{j+1}^n - U_j^n}{\Delta x} \right),
\]

(1.27)

where

\[
\minmod(\alpha, \beta) = \begin{cases} 
\alpha & \text{if } |\alpha| < |\beta| \text{ and } \alpha \beta > 0, \\
\beta & \text{if } |\beta| < |\alpha| \text{ and } \alpha \beta > 0, \\
0 & \text{if } \alpha \beta \leq 0,
\end{cases}
\]

(1.28)

- The monotonised central-difference limiter (MC) [58]

\[
\sigma_j^n = \minmod \left( \frac{U_{j+1}^n - U_j^n}{2\Delta x}, 2\frac{U_j^n - U_{j-1}^n}{\Delta x}, 2\frac{U_{j+1}^n - U_j^n}{\Delta x} \right).
\]

(1.29)
where

\[
\text{minmod}(\alpha, \beta, \gamma) = \begin{cases} 
\min(\alpha, \beta, \gamma) & \text{if } \alpha, \beta, \gamma > 0, \\
\max(\alpha, \beta, \gamma) & \text{if } \alpha, \beta, \gamma < 0, \\
0 & \text{otherwise}.
\end{cases}
\]  

(1.30)

Figure 1.3 shows the comparison between the slopes provided by the minmod and the MC limiters. Note that minmod always takes the least steep among the slopes provided by the backward and the forward finite-difference. The MC limiter, on the other hand, compares three different slopes and it is slightly more involved. To fix ideas, let us consider the graphical representation of the MC algorithm when applied to the cell \( j + 1 \), as shown in the right panel of Fig. 1.3. The first slope that is considered is that among the values at \( x_j \) and \( x_{j+2} \), reported with a black solid line; the second one has twice the slope of the straight line among the values at \( x_j \) and \( x_{j+1} \), and is reported with the green dash-dotted line originating from the value at \( x_{j+1} \); finally, the third one has twice the slope of the straight line among the values at \( x_{j+1} \) and \( x_{j+2} \), and is reported with the orange short-dashed line originating from the value at \( x_{j+1} \). The resulting slope provided by the MC algorithm is the least steep among the above three, and is reported with the red dashed line inside the cell \( j + 1 \). This procedure is then repeated for each cell. Once \( U_j(x) \) has been reconstructed, the values of \( U_j(x) \) at the two extremes of each cell, also called the boundary-extrapolated values,

\[
U_j^- = U_j(x_{j-1/2}), \quad U_j^+ = U_j(x_{j+1/2}),
\]  

(1.31)

provide the left and right constant states of the Riemann problem that has to be solved at every cell interface. For instance, at \( x_{j+1/2} \) the local Riemann problem is defined as

\[
U(x, 0) = \begin{cases} 
U_j^+ & \text{if } x < x_{j+1/2}, \\
U_{j+1}^- & \text{if } x > x_{j+1/2}.
\end{cases}
\]  

(1.32)

This configuration is represented schematically in Fig. 1.4, where \( U_j^+ \) and \( U_{j+1}^- \) are the left and right states of the Riemann problem to be solved at \( x_{j+1/2} \).

In spite of their success in modelling sharp discontinuities without producing oscillations, TVD slope-limiter methods suffer from excessive numerical dissipation near local extrema, where the reconstructed profile of the TVD method is a straight line with zero slope, thus reducing to the first-order Godunov method.
Figure 1.4: Schematic representation of the boundary-extrapolated values (red solid boxes) providing the left and right states of the Riemann problem at each cell interface. The reconstruction is made using the minmod limiter and the red dashed lines represent the reconstructed final slopes. Figure taken from [50].

1.8 WENO reconstruction

When implementing a numerical scheme of order higher than the second, the TVD condition based on slope-limiter reconstructions turns out to be too restrictive. It produces excessive numerical dissipation in regions of smooth flow and reduces the order of accuracy to first-order near local extrema. These restrictions have led to looser criteria that allow for a small increase of the total variation near extremal points while suppressing oscillations when required. *Essentially non-oscillatory* (ENO) and *weighted essentially non-oscillatory* (WENO) methods have been devised precisely to meet these criteria.

Both ENO and WENO methods use the idea of adaptive stencils when performing the reconstruction of the numerical solution to achieve high-order accuracy and the non-oscillatory property near discontinuities. However, while the ENO method uses just one out of many candidate stencils for the reconstruction and in particular the "smoothest" one, the WENO method uses a special combination of all the candidate stencils, with each being assigned a nonlinear weight depending on the local smoothness of the numerical solution on that stencil. The weights are then adjusted by the local smoothness of the solution, so that essentially zero weights are given to non-smooth stencils while optimal weights are prescribed in smooth regions.

1.8.1 Point-wise WENO

The original pointwise WENO reconstruction of Jiang and Shu [34] produces a high order accurate pointwise reconstruction of the solution at the element interfaces \( x_{j \pm 1/2} \). It is however rather difficult to generalize to unstructured meshes in two and three space dimensions, since it requires the determination of the optimal linear weights. We will not discuss it further in these lectures.

1.8.2 Entire polynomial WENO

A valuable alternative to the pointwise WENO reconstruction of Jiang and Shu [34] has been proposed by [21, 24] for unstructured triangular and tetrahedral meshes and it produces an *entire polynomial* reconstruction. In practice, we first introduce spacetime reference coordinates \( \xi, \eta, \zeta, \tau \in [0, 1] \), which are defined by

\[
x = x_{i-1/2} + \xi \Delta x_i, \quad y = y_{j-1/2} + \eta \Delta y_j, \quad z = z_{k-1/2} + \zeta \Delta z_k, \quad t = t^n + \tau \Delta t.
\]

(1.33)
After that, focusing on the \( x \) direction for convenience, we choose the degree \( M \) of the polynomial approximating the solution, and an orthogonal basis of polynomials \([52]\), all of degree \( M \), rescaled on the same unit interval \([0, 1]\).

The basis is built in the following way

- Compute the \( M + 1 \) Gauss-Legendre quadrature nodes \( \{\xi_k\}_{k=1}^{M+1} \) as the zeroes of the Legendre polynomials of order \( M + 1 \).

- Compute the \( M + 1 \) Lagrange interpolation polynomials, \( \{\psi_l(\xi)\}_{l=1}^{M+1} \), passing through the \( M + 1 \) Gauss-Legendre quadrature nodes \( \{\xi_k\}_{k=1}^{M+1} \)

\[
\psi_l(\xi) = \prod_{n=1, n \neq l}^{M+1} \frac{\xi - \xi_n}{\xi_l - \xi_n} \tag{1.34}
\]

- Note that

\[
\psi_l(\xi_k) = \delta_{lk}, \quad l, k = 1, 2, \ldots, M + 1, \tag{1.35}
\]

where \( \delta_{lk} \) is the "Kronecker delta", i.e. \( \delta_{lk} = 1 \) if \( l = k \), \( \delta_{lk} = 0 \) otherwise. In the programming practice, the computation of the \( M + 1 \) Lagrange interpolation polynomials is not performed through the definitions (1.34) but rather via solution of \( M + 1 \) linear systems of the kind (example with \( M = 2 \))

\[
\begin{pmatrix}
1 & \xi_1 & \xi_1^2 \\
1 & \xi_2 & \xi_2^2 \\
1 & \xi_3 & \xi_3^2
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c
\end{pmatrix}
=
\begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix} \tag{1.36}
\]

\[
\begin{pmatrix}
1 & \xi_1 & \xi_1^2 \\
1 & \xi_2 & \xi_2^2 \\
1 & \xi_3 & \xi_3^2
\end{pmatrix}
\begin{pmatrix}
a' \\
b' \\
c'
\end{pmatrix}
=
\begin{pmatrix}
0 \\
1 \\
0
\end{pmatrix} \tag{1.37}
\]

\[
\begin{pmatrix}
1 & \xi_1 & \xi_1^2 \\
1 & \xi_2 & \xi_2^2 \\
1 & \xi_3 & \xi_3^2
\end{pmatrix}
\begin{pmatrix}
a'' \\
b'' \\
c''
\end{pmatrix}
=
\begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix} \tag{1.38}
\]

- We also recall that, having selected the nodal points in this way, we will compute integrals through Gaussian quadrature rules

\[
\int_0^1 g(\xi) d\xi \approx \sum_{k=1}^{M+1} \omega_k g(\xi_k) \tag{1.39}
\]

and this integral is known to be exact for all polynomials up to degree \( 2(M + 1) - 1 = 2M + 1 \).

Having done that, a (small) number of one-dimensional reconstruction stencils is adopted, each of them formed by the union of \( M + 1 \) adjacent cells, i.e.

\[
S_{ijk}^{x} = \bigcup_{e=i-L}^{i+R} I_{ejk}, \quad S_{ijk}^{y} = \bigcup_{e=j-L}^{j+R} I_{ek}, \quad S_{ijk}^{z} = \bigcup_{e=k-L}^{k+R} I_{ije}, \tag{1.40}
\]
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Figure 1.5: Functional form of the first polynomials of the nodal basis of degree $M$. The blue squares indicate the abscissas of the $M + 1$ Gaussian points. Figure taken from [50].

Figure 1.6: Representation of the one-dimensional stencils adopted up to $M = 4$. Odd order schemes (even polynomials of degree $M$) always use three stencils, while even order schemes (odd polynomials of degree $M$) always adopt four stencils, with the exception of the $M = 1$ case, for which there are only two stencils. Figure taken from [62].
Table 1.1: The table shows the coordinates of the Gauss–Legendre nodes and the corresponding nodal basis polynomials for a few values of $M$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\xi_1$</th>
<th>$\psi_1$</th>
<th>$\xi_2$</th>
<th>$\psi_2$</th>
<th>$\xi_3$</th>
<th>$\psi_3$</th>
<th>$\xi_4$</th>
<th>$\psi_4$</th>
<th>$\xi_5$</th>
<th>$\psi_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2113248654051</td>
<td>1.366025403784 – 1.732050807568$\xi$</td>
<td>0.7886751345948</td>
<td>-0.366025403784 + 1.732050807568$\xi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.1127016653792</td>
<td>1.478830557701 – 4.624327782069$\xi$ + 3.3333333333$\xi^2$</td>
<td>0.5</td>
<td>-0.666666666666 + 6.6666666666$\xi$ - 6.6666666666$\xi^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.8872983346207</td>
<td>0.1878361089654 – 2.042338884597$\xi$ + 3.3333333333$\xi^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>6.9431844202973 x 10^{-2}</td>
<td>1.526788125457 – 8.546023607872$\xi$ +14.32585835417$\xi^2$ - 7.4205400680389$\xi^3$</td>
<td>0.3300094782075</td>
<td>-0.8136324494869 + 13.08716692568$\xi$ -31.38822236344$\xi^2$ + 18.7954490755$\xi^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6699905217924</td>
<td>0.4007615203116 - 7.417070421462$\xi$ +24.99812585921$\xi^2$ - 18.7954490755$\xi^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.9305681557970</td>
<td>-0.1139171962819 + 2.15927103645$\xi$ -7.935761849944$\xi^2$ + 7.420540068038$\xi^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where $L = L(M, s)$ and $R = R(M, s)$ are the spatial extension of the stencil to the left and to the right. In practice, odd order schemes (even polynomials of degree $M$) always use three stencils ($N_s = 3$), while even order schemes (odd polynomials of degree $M$) always adopt four stencils ($N_s = 4$), with the exception of the $M = 1$ case, for which there are only two stencils. The coordinates of the Gaussian points, the nodal basis polynomials and the corresponding stencils for a few values of $M$ up to $M = 4$ are reported in Tab. 1.1.

With all this machinery at hands, we use the polynomial basis functions to reconstruct the solution at time $t^n$ as

$$w_h^{s,x}(x, t^n) = \sum_{p=0}^{M} \psi_p(\xi) \hat{w}_{ijk,p}^{n,s} := \psi_p(\xi) \hat{w}_{ijk,p}^{n,s},$$

(1.41)
As usual for finite volume methods, the reconstructed polynomial must preserve the cell-average of the solution over each element $I_{ijk}$, namely

$$
\frac{1}{\Delta x_e} \int_{x_e - \frac{1}{2}}^{x_e + \frac{1}{2}} \psi_p(\xi(x)) \mathbf{w}^{n,s}_{ijk,p} \, dx = \mathbf{U}^n_{eijk}, \quad \forall I_{eijk} \in S^{n,x}_{eijk},
$$

(1.42)

which provide a system of linear equations for the unknown coefficients $\mathbf{w}^{n,s}_{ijk,p}$. This operation is repeated for each stencil relative to the element $I_{ijk}$. After that, we can construct a data-dependent nonlinear combination of the polynomials computed from each stencil, i.e.

$$
\mathbf{w}^n(x, t^n) = \psi(\xi) \mathbf{w}^{n}_{ijk,p}, \quad \text{with} \quad \mathbf{w}^{n}_{ijk,p} = \sum_{s=1}^{N_s} \omega_s \mathbf{w}^{n,s}_{ijk,p}.
$$

(1.43)

The nonlinear weights $\omega_s$ are computed following the same logic as for the optimal WENO of [35], i.e.

$$
\omega_s = \frac{\hat{\omega}_s}{\sum_k \hat{\omega}_k}, \quad \hat{\omega}_s = \frac{\lambda_s}{(\sigma_s + \epsilon)^r}.
$$

(1.44)

However, the actual values of the linear weights $\lambda_s$ are not the same as those of the optimal WENO and they are chosen according to a more pragmatic approach. In fact, the weight of the central stencils is given a very large value, $\lambda_s = 10^5$, while the weight of the one-sided stencils is set to $\lambda_s = 1$. Moreover, we have used $\epsilon = 10^{-14}$ and $r = 8$. The oscillation indicator $\sigma_s$ of Eq. (1.44) is

$$
\sigma_s = \sum_{pm} \mathbf{w}^{n,s}_{ijk,p} \mathbf{w}^{n,s}_{ijk,m},
$$

(1.45)

and it requires the computation of the oscillation indicator matrix [20]

$$
\Sigma_{pm} = \sum_{\alpha=1}^M \int_0^1 \frac{\partial^\alpha \psi_\xi(\xi)}{\partial \xi^\alpha} \cdot \frac{\partial^\alpha \psi_m(\xi)}{\partial \xi^\alpha} \, d\xi,
$$

(1.46)

which, compared to alternative expressions proposed in the literature, has the advantage that it does not depend on the grid spacing, and is therefore "universal". We emphasize that the reconstruction polynomial $\mathbf{w}^n(x, t^n)$ resulting from Eq. (1.43) is still an average in the $y$ and $z$ directions. Hence, the procedure explained so far is repeated along the two missing directions $y$ and $z$. The net effect of this approach is to provide a genuine multidimensional reconstruction, although in such a way that each direction is treated separately (dimension-by-dimension approach). Alternatively, one can operate with truly multidimensional stencils [23, 19, 7].

### 1.9 The local spacetime Discontinuous Galerkin predictor

The high order computation of the numerical fluxes, which involves a time integration from $t^n$ to $t^{n+1}$, requires the numerical flux (Riemann solver) $\mathbf{f}_{RP}$ to be computed with high accuracy at any time in the interval $t \in [t^n; t^{n+1}]$. To this extent, we need an operation, to be performed locally for each cell, which uses as input the high order polynomial $\mathbf{w}_h$ obtained from the WENO reconstruction, and gives as output its evolution in time, namely

$$
\mathbf{w}_h(x, y, z, t^n) \rightarrow \mathbf{q}_h(x, y, z, t).
$$

(1.47)

Unlike the original ADER approach, where this operation was obtained through the so called Cauchy-Kowalevski procedure [56, 57, 22], in the version of ADER presented in these lectures the transformation represented by (1.47) is obtained through an element–local space–time Discontinuous Galerkin predictor that is based on the weak integral form of Eq. (2.2) [20]. The basic idea can be summarized as follows. The sought polynomial $\mathbf{q}_h(x, y, z, t)$ is supposed to be expanded in space and time as

$$
\mathbf{q}_h = \mathbf{q}_h(\xi, \tau) = \theta_p(\xi, \tau) \mathbf{q}_p,
$$

(1.48)
where the polynomial basis functions $\theta_p$ are given by a dyadic–product of the basis functions $\psi_l$ already used for the WENO reconstruction, namely

$$\theta_p(\xi, \tau) = \psi_p(\xi)\psi_q(\eta)\psi_r(\zeta)\psi_s(\tau).$$

(1.49)

The terms $q_p$ are the so-called degrees of freedom and they are the unknowns of the problem. After multiplying the governing PDE

$$\partial_t U + \partial_x f + \partial_y g + \partial_z h = S,$$

(1.50)

written in the reference coordinates $(\xi, \eta, \zeta, \tau)$, with the space–time test functions $\theta_q$ and integrating over the space–time reference control volume, we obtain

$$\int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q \left( \frac{\partial U}{\partial \tau} + \frac{\partial f^*}{\partial \xi} + \frac{\partial g^*}{\partial \eta} + \frac{\partial h^*}{\partial \zeta} - S^* \right) d\xi d\eta d\zeta d\tau = 0.$$  

(1.52)

The key aspect of the whole strategy is to perform an integration by parts in time, while keeping the treatment local in space. After doing so, we get

$$\int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q(\xi, 1) U(\xi, 1) d\xi d\eta d\zeta - \int_0^1 \int_0^1 \int_0^1 \left( \frac{\partial}{\partial \tau} \theta_q \right) U d\xi d\eta d\zeta d\tau
+ \int_0^1 \int_0^1 \int_0^1 \left[ \theta_q \left( \frac{\partial f^*}{\partial \xi} + \frac{\partial g^*}{\partial \eta} + \frac{\partial h^*}{\partial \zeta} \right) \right] d\xi d\eta d\zeta d\tau
= \int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q(\xi, 0) U(\xi, 0) d\xi d\eta d\zeta + \int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q(\xi, 0) \psi_h(\xi, t^n) d\xi d\eta d\zeta d\tau.$$  

(1.53)

In the first two integrands of Eq. (1.53) we can perform the replacement $U \rightarrow q_h$, since $q_h$ is the discrete space–time solution we are looking for. In the integrand on the right hand side of Eq. (1.53), on the other hand, we can perform the replacement $U(\xi, t^n) \rightarrow w_h(\xi, t^n)$, since at time $t^n$ the solution is known, and it is represented by the reconstructed polynomial computed according to the WENO reconstruction. In addition to this, we assume that the fluxes and the sources can also be expanded over the basis as we did in Eq. (1.48), namely

$$f^* = \theta_p \hat{f}_p^*, \quad g^* = \theta_p \hat{g}_p^*, \quad h^* = \theta_p \hat{h}_p^*, \quad S^* = \theta_p \hat{S}_p^*.$$  

(1.54)

From the computational point of view, the advantage of the nodal basis becomes apparent at this stage. In fact, the above degrees of freedom for the fluxes are simply the point–wise evaluation of the physical fluxes, hence

$$\hat{f}_p^* = f^*(q_p), \quad \hat{g}_p^* = g^*(q_p), \quad \hat{h}_p^* = h^*(q_p). \quad \hat{S}_p^* = S^*(q_p).$$  

(1.55)

Inserting Eqns. (1.48) and (1.54) into (1.53) yields

$$\int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q(\xi, 1) \theta_p(\xi, 1) q_p d\xi d\eta d\zeta - \int_0^1 \int_0^1 \int_0^1 \left( \frac{\partial}{\partial \tau} \theta_q \right) \theta_p q_p d\xi d\eta d\zeta d\tau
+ \int_0^1 \int_0^1 \int_0^1 \left[ \theta_q \left( \frac{\partial \theta_p \hat{f}_p^*}{\partial \xi} + \frac{\partial \theta_p \hat{g}_p^*}{\partial \eta} + \frac{\partial \theta_p \hat{h}_p^*}{\partial \zeta} \right) \right] d\xi d\eta d\zeta d\tau
= \int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q(\xi, 0) \psi_h(\xi, t^n) d\xi d\eta d\zeta + \int_0^1 \int_0^1 \int_0^1 \int_0^1 \theta_q(\xi, 0) \hat{S}_p^* d\xi d\eta d\zeta d\tau.$$  

(1.56)

---

1Here we have defined

$$f^* = \frac{\Delta t}{\Delta x^2} f, \quad g^* = \frac{\Delta t}{\Delta y^2} g, \quad h^* = \frac{\Delta t}{\Delta z^2} h, \quad S^* = \Delta t S.$$  

(1.51)
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It may be noticed that Eq. (1.56) contains several integrals which only involve the basis functions and their derivatives, and which can be pre-computed in the code. Hence, after defining the integrals

\[ K_{qp}^i = \int \int \int \theta_q(\xi,1)\theta_p(\xi,1) d\xi - \int \int \int \left( \frac{\partial}{\partial \xi} \theta_q \right) \theta_p d\xi d\tau, \quad (1.57) \]

\[ K_{qp}^\xi = \left( K_{qp}^\xi, K_{qp}^{\eta}, K_{qp}^{\zeta} \right) = \int \int \int \theta_q \frac{\partial}{\partial \xi} \theta_p d\xi d\tau, \quad (1.58) \]

\[ F_{qp}^0 = \int \int \int \theta_q(\xi,0)\psi_p(\xi) d\xi, \quad (1.59) \]

\[ M_{qp} = \int \int \int \theta_q \theta_p d\xi d\tau. \quad (1.60) \]

where \( d\xi = dx dy dz \), we can rewrite the system (1.56) in a compact form as an algebraic equation system for the unknown coefficients \( q_p \), i.e.

\[ \mathbf{K}_{qp}^1 \hat{q}_p + \mathbf{K}_{qp}^\xi \cdot \mathbf{f}_p + \mathbf{K}_{qp}^{\eta} \hat{\mathbf{g}}_p + \mathbf{K}_{qp}^{\zeta} \hat{\mathbf{h}}_p = \mathbf{F}_{qp}^0 \hat{\mathbf{w}}_m + \mathbf{M}_{qp} \hat{\mathbf{S}}_p. \quad (1.61) \]

This system of equations must be solved approximately through standard iterative procedures up to a desired tolerance, i.e.

For non-stiff sources:

\[ \hat{q}_p^{i+1} = (\mathbf{K}_{qp}^1)^{-1} \left[ -\mathbf{K}_{qp}^\xi \cdot \mathbf{f}_p^i - \mathbf{K}_{qp}^{\eta} \hat{\mathbf{g}}_p^i - \mathbf{K}_{qp}^{\zeta} \hat{\mathbf{h}}_p^i + \mathbf{F}_{qp}^0 \hat{\mathbf{w}}_m^i + \mathbf{M}_{qp} \hat{\mathbf{S}}_p^i \right]. \quad (1.62) \]

For stiff sources:

\[ \hat{q}_p^{i+1} - (\mathbf{K}_{qp}^1)^{-1} \mathbf{M}_{qp} \hat{\mathbf{S}}_p^{i+1} = (\mathbf{K}_{qp}^1)^{-1} \left[ -\mathbf{K}_{qp}^\xi \cdot \mathbf{f}_p^i - \mathbf{K}_{qp}^{\eta} \hat{\mathbf{g}}_p^i - \mathbf{K}_{qp}^{\zeta} \hat{\mathbf{h}}_p^i + \mathbf{F}_{qp}^0 \hat{\mathbf{w}}_m^i \right]. \quad (1.63) \]

The matrices \((\mathbf{K}_{qp}^1)^{-1}\mathbf{K}_{qp}^\xi\) have the remarkable property that all their eigenvalues are zero, which means that, at least in the homogeneous case with no source terms, the conditions for Banach fixed point theorem hold and therefore uniqueness and convergence to the unique solution are proved. Once the \( q_p \) terms have been computed in this way, the local evolution of the polynomial inside each cell will be provided by the expansion (1.48). The state \( q_{lb}(x,y,z,t) \) as given by (1.48) can be regarded as a predictor of the true solution at the time-level \( t^{n+1} \), which however requires taking into account the coupling of the cells through the numerical fluxes. However, fluxes and sources can now be easily obtained through the expressions

\[ f_{i+\frac{1}{2},j,k} = \frac{1}{\Delta t} \frac{1}{\Delta y_j} \frac{1}{\Delta z_k} \int_{t^n}^{t^{n+1}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \int_{z_{k-\frac{1}{2}}}^{z_{k+\frac{1}{2}}} \hat{f}_{RiP}(x_{i+\frac{1}{2}}, y_j, z, t) dz dy dt, \quad (1.64) \]

\[ g_{i,j+\frac{1}{2},k} = \frac{1}{\Delta t} \frac{1}{\Delta x_i} \frac{1}{\Delta z_k} \int_{t^n}^{t^{n+1}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{z_{k-\frac{1}{2}}}^{z_{k+\frac{1}{2}}} \hat{g}_{RiP}(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}, z, t) dz dx dt, \quad (1.65) \]

\[ h_{i,j,k+\frac{1}{2}} = \frac{1}{\Delta t} \frac{1}{\Delta x_i} \frac{1}{\Delta y_j} \int_{t^n}^{t^{n+1}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{h}_{RiP}(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}, z_{k+\frac{1}{2}}, t) dy dx dt. \quad (1.66) \]
where $\tilde{f}_{RP}(x_i + \frac{1}{2}, y, z, t)$ is a numerical flux requiring the solution of the Riemann problem

$$\tilde{f}_{RP} = \tilde{f}\left(q^-_h(x_i + \frac{1}{2}, y, z, t), q^+_h(x_i + \frac{1}{2}, y, z, t)\right),$$  \hspace{1cm} (1.67)

where $q^-_h$ and $q^+_h$ are the left and right boundary extrapolated states at the interface, respectively. The overall scheme will finally adopt the form

$$U^{n+1}_{ijk} = U^n_{ijk} - \Delta t \left( f_{i+\frac{1}{2},jk} - f_{i-\frac{1}{2},jk} \right) - \Delta t \left( g_{i,j+\frac{1}{2},k} - g_{i,j-\frac{1}{2},k} \right) - \Delta t \left( h_{ij,k+\frac{1}{2}} - h_{ij,k-\frac{1}{2}} \right)$$  \hspace{1cm} (1.68)

and therefore appear as a high-order, one-step time-update scheme, with no need for Runge–Kutta substeps.

What is worth stressing here is that because of the local feature of the predictor step, the local spacetime DG scheme is also suitable for treating stiff source terms and indeed it has been successfully applied to the solution of the relativistic resistive magnetohydrodynamic equations to study magnetic reconnection in relativistic regimes [61].
Chapter 2

Discontinuous Galerkin schemes

2.1 Introduction

Broadly speaking, discontinuous Galerkin (DG) methods can be considered as numerical methods for the weak formulation of the equations. They were first applied to first-order equations by [49], but their widespread use followed from the application to hyperbolic problems by Cockburn and collaborators in a series of articles [14, 11, 9]. In these works, the typical DG discretisation in space was combined with a stable high-order Runge–Kutta discretisation in time to solve nonlinear time-dependent conservation laws.

Very briefly, in the discontinuous Galerkin finite element framework the coefficients of higher order polynomials are directly evolved in time for each cell, without the need of using a reconstruction operator. This feature of DG schemes is in common with the classical finite element method (FEM). However, unlike classical finite elements, the numerical solution given by a DG scheme is discontinuous at element interfaces and this discontinuity is resolved by the use of a numerical flux function, which is a common feature with HRSC finite volume schemes. DG methods have a number of advantages with respect to classical finite volume schemes: they reach arbitrary order of accuracy in space on general unstructured meshes and allows easily for hp-adaptation, i.e. they allow for refinement and recoarsening of the mesh and for a dynamical adaptation of the polynomial degree of the numerical solution. Moreover, since they do not requires the introduction of reconstruction stencils, they typically require less MPI communications on parallel codes. Moreover, Jiang and Shu have found a very elegant and general proof of nonlinear stability in $L_2$-norm [33] for DG methods.

2.2 Modal (or hierarchical) basis

A modal, or hierarchical polynomial basis of maximum degree $M$, denoted as $\Psi_k(\xi)$ here for convenience, is a set of $M + 1$ linearly independent polynomials, with degree from zero to the maximum degree $M$. In practice, the polynomials $\Psi_k(\xi)$ can be chosen among the orthogonal Legendre polynomials [47], which, rescaled on the reference element $\mathcal{E} = [0, 1]$, are referred to as the shifted Legendre polynomials and are given by

$$
\Psi_0(\xi) = 1,
\Psi_1(\xi) = 2\xi - 1,
\Psi_2(\xi) = 6\xi^2 - 6\xi + 1,
\Psi_3(\xi) = 20\xi^3 - 30\xi^2 + 12\xi - 1,
\Psi_4(\xi) = 70\xi^4 - 140\xi^3 + 90\xi^2 - 20\xi + 1,
\Psi_5(\xi) = 252\xi^5 - 630\xi^4 + 560\xi^3 - 210\xi^2 + 30\xi - 1,
\vdots
$$

(2.1)

A few of them are reported for illustration in Fig. 2.3.
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2.3 The DG discretization

We are again assuming a system of PDE in conservative form as

$$\frac{\partial U}{\partial t} + \nabla \cdot F(U) = 0, \quad x \in \Omega \subset \mathbb{R}^d, \quad t \in \mathbb{R}_0^+,$$  \hspace{1cm} (2.2)

where $U$ is the vector of so-called conserved quantities, while $F(U) = (f, g, h)$ is a non-linear flux tensor that depends on the state $U$. The computational domain $\Omega$ is discretized by a Cartesian grid composed by elements $I_i$, namely

$$\Omega = \bigcup_{i=1}^{N_E} I_i,$$  \hspace{1cm} (2.3)

where the index $i$ ranges from 1 to the total number of elements $N_E$. In the following, we denote the cell volume by $|I_i| = \int_{I_i} dx$. At the beginning of each time-step, the numerical solution of Eq. (2.2) is represented within each cell $I_i$ by piecewise polynomials of maximum degree $N \geq 0$ as

$$U_h(x, t^n) = \sum_{l=0}^{N} \Phi_l(x) \hat{U}_l^n = \Phi_l(x) \bar{U}_l^n \quad x \in I_i,$$  \hspace{1cm} (2.4)

where $U_h$ is referred to as the discrete representation of the solution, while the coefficients $\bar{U}_l^n$ are usually called the degrees of freedom.

We multiply Eq. (2.2) by a test function $\Phi_k$, identical to the spatial basis functions of Eq. (2.4). Second, we integrate over the space element $I_i$. The flux divergence term is then integrated by parts in space, thus yielding

$$\int_{I_i} \Phi_k \frac{\partial U_h}{\partial t} dx + \int_{\partial I_i} \Phi_k F(U_h) \cdot n dS - \int_{I_i} \nabla \Phi_k \cdot F(U_h) dx = 0,$$  \hspace{1cm} (2.5)
where \( \mathbf{n} \) is the outward pointing unit normal vector on the surface \( \partial I_i \) of element \( I_i \). Since the discrete solution is allowed to be discontinuous at element boundaries, the surface integration involved in the second term of (2.5) is done through the solution of a Riemann problem, which is therefore deeply rooted in the DG scheme and guarantees the overall upwind character of the method [15, 13, 12, 10, 16].

Explicit DG schemes are limited by a Courant-Friedrichs-Lewy (CFL) restriction. There is not universal agreement about the most appropriate form of the time-step restriction. According to [38] it is

\[
\Delta t < \frac{1}{(2N + 1)|\lambda_{\text{max}}|}, \tag{2.6}
\]

while, according to [29, 48], it should be

\[
\Delta t < \frac{1}{(N + 1)^2 h} \tag{2.7}
\]

where \( h \) and \( |\lambda_{\text{max}}| \) are a characteristic mesh size and the maximum signal velocity, respectively. Although the constraint imposed by Eq. (2.6) may appear very severe and such as to make DG methods of little practical use, especially at high orders, this limitation is mitigated by two properties of DG methods. The first one is that discretisation with spacings much larger than those used in lower-order methods can be used with success.

2.4 Runge-Kutta DG schemes

Substituting (2.4) into (2.5) yields the expression

\[
\sum_{l=0}^{M} \left( \int_0^1 \Phi_l \Phi_k \, d\xi \right) \frac{d\hat{U}_l}{dt} + \left[ \Phi_k \mathbf{F}^* \right]_0^1 - \int_0^1 \mathbf{F}^*(\mathbf{U}(\xi, t)) \frac{d\Phi_k}{d\xi} \, d\xi = 0 , \tag{2.8}
\]

which represents a system of (coupled) ordinary differential equations in time for the degrees of freedom \( \hat{U}_l(t) \). The advantage of this procedure is that the basis functions \( \Phi_l \) are known analytically, so that also their derivatives, \( \frac{d\Phi_l}{d\xi} \), are also known analytically. As a result, the integral in the first term in (2.8) is analytic and needs to be calculated only once. An example, let us consider the case of a fourth-order representation, namely with \( M = 3 \), of the function \( \mathbf{U}(\xi, t) \). In this case it is more convenient to adopt a modal basis. We write

\[
\mathbf{U}(\xi, t) = \mathbf{U}_0(\xi) + \hat{U}_1(\xi) \Phi_1(\xi) + \hat{U}_2(\xi) \Phi_2(\xi) + \hat{U}_3(\xi) \Phi_3(\xi) . \tag{2.9}
\]

The corresponding system of (coupled) ordinary differential equations obtained from (2.8) is

\[
\frac{d\hat{U}_0}{dt} + \mathbf{F}^*(1) - \mathbf{F}^*(0) = 0 , \tag{2.10}
\]

\[
\frac{1}{3} \frac{d\hat{U}_1}{dt} + \Phi_1(1)\mathbf{F}^*(1) - \Phi_1(0)\mathbf{F}^*(0) - \int_0^1 \mathbf{F}^*(\mathbf{U}(\xi, t)) \frac{d\Phi_1}{d\xi} \, d\xi = 0 , \tag{2.11}
\]

\[
\frac{1}{5} \frac{d\hat{U}_2}{dt} + \Phi_2(1)\mathbf{F}^*(1) - \Phi_2(0)\mathbf{F}^*(0) - \int_0^1 \mathbf{F}^*(\mathbf{U}(\xi, t)) \frac{d\Phi_2}{d\xi} \, d\xi = 0 , \tag{2.12}
\]

\[
\frac{1}{7} \frac{d\hat{U}_3}{dt} + \Phi_3(1)\mathbf{F}^*(1) - \Phi_3(0)\mathbf{F}^*(0) - \int_0^1 \mathbf{F}^*(\mathbf{U}(\xi, t)) \frac{d\Phi_3}{d\xi} \, d\xi = 0 , \tag{2.13}
\]

and can be solved through a standard Runge–Kutta discretisation in time, leading to a Runge–Kutta discontinuous Galerkin scheme.

To first order, namely when considering only Eq. (2.10), the RKDG scheme coincides with a first-order finite-volume scheme. Moreover, the values of the fluxes at the cell borders, \( \mathbf{F}^*(0) \) and \( \mathbf{F}^*(1) \), can be obtained by solving a Riemann problem, thus incorporating the upwind property into the RKDG scheme. Finally, at least in principle,
the solution of such Riemann problems does not require any spatial reconstruction at the interface between adjacent cells. The value of $U$ at the cell borders is in fact naturally provided by the expansion (2.4) computed at the proper locations. However, if the discontinuities are strong, the scheme generates significant oscillations. Moreover, the spatial integrals in Eq. (2.10)–(2.13) are evaluated using Gaussian quadrature points of the appropriate order (see, [44] for a basic introduction to Gaussian quadrature).

### 2.5 Non-linear $L_2$ stability

Since DG schemes are linear in the sense of Godunov, they will inevitably produce oscillations in the presence of discontinuities (recall Godunov theorem). There is nevertheless an important result due to Jiang and Shu [33] who proved a discrete cell entropy inequality for the square entropy of the Discontinuous Galerkin scheme when applied to scalar nonlinear hyperbolic conservation laws. Let us see how the analysis can be carried out.

We consider the scalar conservation law in the usual form

$$\partial_t U + \partial_x f = 0,$$

and we now introduce a few definitions.

**Definition 1.** A numerical scheme is said to satisfy the $L_2$ stability condition if

$$\partial_t \int_{\Omega} \left( \frac{U^2}{2} \right) dx \leq 0.$$

**Definition 2.** The pair of functions $(S(U), F(U))$ is called an entropy pair for the conservation law (2.14) if the entropy $S$ satisfies

$$\frac{\partial^2 S}{\partial U^2} > 0$$

and if the entropy flux $F(U)$ satisfies

$$\frac{\partial F(U)}{\partial U} = \frac{\partial S(U)}{\partial U} \frac{\partial f(U)}{\partial U}.$$

We notice that,

- if $U$ is a continuous differentiable solution of (2.14), then

$$\partial_t U + \frac{\partial f(U)}{\partial U} \partial_x U = 0,$$

which, after multiplication by $\frac{\partial S(U)}{\partial U}$ becomes

$$\frac{\partial S(U)}{\partial U} \partial_t U + \frac{\partial S(U)}{\partial U} \frac{\partial f(U)}{\partial U} \partial_x U = \frac{\partial S(U)}{\partial U} \partial_t U + \frac{\partial F(U)}{\partial U} \partial_x U = \partial_t S + \partial_x F = 0.$$

- if $U$ is a weak solution of the conservation law (2.14), then any entropy pair will satisfy

$$\partial_t S + \partial_x F \leq 0.$$

**Definition 3.** We define the square entropy and its associated flux as

$$S_2 = \frac{U^2}{2} \quad \text{and} \quad F_2 = U f(U) - \int F(U) dU$$

(2.21)
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**Theorem** The function pair $(S_2, F_2)$ is an entropy pair.

**Proof.** The first property follows directly from the fact that

$$\frac{\partial^2 S_2}{\partial U^2} = 1 > 0.$$  \hfill (2.22)

Moreover,

$$\frac{\partial F_2}{\partial U} = f(U) + U \frac{\partial f}{\partial U} - f(U) = U \frac{\partial f}{\partial U} = \frac{\partial S_2}{\partial U} \frac{\partial f}{\partial U}$$  \hfill (2.23)

\[\Box\]

**Definition 4.** A Lipschitz continuous function $f_{i+1/2} = f_{i+1/2}(U^-, U^+)$ of the two states $U^-$ and $U^+$ is called an e-flux for the conservation law (2.14) if

$$f_{i+1/2}(U,U) = f(U),$$  \hfill (2.24)

and

$$\int_{U^-}^{U^+} (f(U) - f_{i+1/2}(U^-, U^+)) dU \geq 0.$$  \hfill (2.25)

With all this machinery at hand, we assume that $U \in V_h$ is an approximate solution of (2.14) in a discrete function space $V_h \subset L_2$. We then multiply (2.14) by $\Phi \in V_h$ from the same function space and we integrate by parts, obtaining

$$\int_{I_i} \Phi \partial_t U \, dx + \int_{f_{i+1/2}}^{f_{i-1/2}} \Phi \left( U^+ - U^- \right) dU = 0,$$  \hfill (2.26)

where $I_i = [x_{i-1/2}; x_{i+1/2}]$ is the cell size while

- $f_{i-1/2} = f_{i-1/2}(U_{i-1/2}^-, U_{i-1/2}^+)$ is an e-flux between $I_{i-1}$ and $I_i$.
- $f_{i+1/2} = f_{i+1/2}(U_{i+1/2}^-, U_{i+1/2}^+)$ is an e-flux between $I_i$ and $I_{i+1}$.
- $\Phi_{i-1/2}^- = \Phi(x_{i-1/2}^-)$ and $\Phi_{i+1/2}^+ = \Phi(x_{i+1/2}^+)$

**Theorem** The numerical solution $U \in V_h$ of the Discontinuous Galerkin scheme (2.26) (in which $f_{i \pm 1/2}$ is an e-flux) obeys the discrete cell-entropy condition

$$\int_{I_i} \partial_t \left( \frac{U^2}{2} \right) \, dx + \hat{F}_{i+1/2} - \hat{F}_{i-1/2} \leq 0.$$  \hfill (2.27)

**Proof.** Since both $U$ and $\Phi$ belong to $V_h$, we can replace $\Phi$ with $U$ in (2.26), to find

$$\int_{I_i} \partial_t \left( \frac{U^2}{2} \right) \, dx + (f_{i+1/2} U_{i+1/2}^- - f_{i-1/2} U_{i-1/2}^+) - \int_{I_i} f(U) \partial_x U \, dx = 0.$$  \hfill (2.28)

We now rewrite the last term as

$$\int_{I_i} f(U) \partial_x U \, dx = \int_{U_{i-1/2}^+}^{U_{i+1/2}^-} f(U) dU = g(U_{i+1/2}^-) - g(U_{i-1/2}^+)$$  \hfill (2.29)

with the definition

$$g = \int f(U) dU.$$  \hfill (2.30)
Therefore, (2.28) takes the form

\[ \int_{I_i} \partial_t \left( \frac{U^2}{2} \right) \, dx + \left( f_{i+1/2} U^+_{i+1/2} - g(U^-_{i+1/2}) \right) - \left( f_{i-1/2} U^+_{i-1/2} - g(U^-_{i-1/2}) \right) = 0, \]  

which we can also rewrite as

\[ \int_{I_i} \partial_t \left( \frac{U^2}{2} \right) \, dx + \left( f_{i+1/2} U^+_{i+1/2} - g(U^-_{i+1/2}) \right) - \left( f_{i-1/2} U^+_{i-1/2} - g(U^-_{i-1/2}) \right) \]

\[ \int_{I_i} \partial_t \left( \frac{U^2}{2} \right) \, dx + \dot{F}_{i+1/2} - \dot{F}_{i-1/2} + \dot{R}_{i-1/2} = 0, \]  

where

\[ \dot{F}_{i+1/2} = \left( f_{i+1/2} U^+_{i+1/2} - g(U^-_{i+1/2}) \right) \]

\[ \dot{F}_{i-1/2} = \left( f_{i-1/2} U^+_{i-1/2} - g(U^-_{i-1/2}) \right) \]

\[ \dot{R}_{i-1/2} = -\left( f_{i-1/2} U^+_{i-1/2} - g(U^-_{i-1/2}) \right) + \left( f_{i-1/2} U^+_{i-1/2} - g(U^-_{i-1/2}) \right) \]

We now notice that the terms \( \dot{F}_{i+1/2} \) and \( \dot{F}_{i-1/2} \) are discrete entropy fluxes consistent with the continuous entropy flux of Eq. (2.21). The term \( \dot{R}_{i-1/2} \) can be written more coicisely as

\[ \dot{R}_{i-1/2} = \int_{U_{i-1/2}}^{U^+_{i-1/2}} \left( f(U) - f_{i-1/2}(U^-_{i-1/2}, U^+_{i-1/2}) \right) \, dU \]  

Due to the property (2.25), we know that \( \dot{R}_{i-1/2} \geq 0 \), and therefore, from (2.32) it follows that the inequality (2.27) of the theorem is proved.

**Corollary**  
*The Discontinuous Galerkin scheme (2.26) is \( L_2 \) stable.*

In fact, summing (2.27) over all elements \( I_i \) and imposing either periodic boundary conditions or zero fluxes at the borders of the domain \( \Omega \) we get

\[ \int_{\Omega} \partial_t \left( \frac{U^2}{2} \right) \, dx \leq 0. \]  

The \( L_2 \) stability property (2.37) holds for arbitrary high order semi-discrete DG schemes and for any non-linear hyperbolic conservation law. The only requirements are that the space of the approximating solution and of the test functions are the same, and that \( f_{i \pm 1/2} \) are e-fluxes.

### 2.6 ADER-DG schemes

A one-step time-update high order DG scheme can be obtained by exploiting the solution of the Local Discontinuous Galerkin predictor that we have introduced in the context of FV methods. To this extent, let us go back to Eq. (2.5) and integrate it in time, obtaining

\[ \int_{t^n}^{t^{n+1}} \int_{I_i} \Phi_k \frac{\partial U_h}{\partial t} \, dx \, dt + \int_{t^n}^{t^{n+1}} \int_{I_i} \Phi_k \mathbf{F}(U_h) \cdot \mathbf{n} \, dS \, dt - \int_{t^n}^{t^{n+1}} \int_{I_i} \nabla \Phi_k \cdot \mathbf{F}(U_h) \, dx \, dt = 0. \]  

Whatever numerical flux function (Riemann solver) is chosen, denoted as \( \tilde{R}_{\text{FP}} \) below, the time integration of the second and of the third term of Eq. (2.39) must be performed to the desired order of accuracy. To this extent, we use the local space-time predictor \( \mathbf{q}_h \) to compute the numerical flux function of the second term as \( \tilde{R}_{\text{FP}} \left( \mathbf{q}_h, \mathbf{q}_h^u \right) \)
and the physical flux of the third term as $F(q_h)$. We emphasize that $q_h^-$ and $q_h^+$ are the left and right states of the Riemann problem. On the other hand, after inserting $U_h$, as given by (2.4), in the first term of (2.39) we find the following arbitrary high order accurate one-step discontinuous Galerkin (ADER-DG) scheme:

$$
\left( \int_{I_i} \Phi_k \Phi_l d\mathbf{x} \right) \left( \hat{U}^{n+1}_l - \hat{U}^n_l \right) + \int_{I_i} \int_{\partial I_i} \Phi_k \bar{f}_{BP} \left( q_h^-, q_h^+ \right) \cdot n \, dS \, dt - \int_{I_i} \int_{I_i} \nabla \Phi_k \cdot F(q_h) \, dx \, dt = 0. \quad (2.39)
$$

The effective order of accuracy of the ADER-DG scheme resulting from (2.39) is $N + 1$, both in space and in time, as long as the solution remains smooth. In spite of its great ability in achieving sub-cell resolution even on very coarse grids, the ADER-DG scheme, as well any other unlimited DG scheme, will fail at discontinuities due to the Gibbs phenomenon. For this reason it is necessary to introduce some sort of limiter, which should ideally preserve the typical sub-cell resolution properties of the DG method. To this extent, a peculiar approach involving sub-cell finite volume schemes has been recently proposed by [26] as an alternative to slope limiters techniques (borrowed from finite-volume methods), which normally destroy the sub-cell resolution properties of the DG method [14, 45, 5].

The overall scheme can be schematically described as follows:

- a predictor step, in which Eq. (2.2) is solved within each element in the small by means of a locally implicit space-time discontinuous Galerkin scheme (see Lecture 2, [20, 18]);

- a pure discontinuous Galerkin (DG) scheme, which, by exploiting the information obtained by the predictor, allows to compute the solution at the next time level through a single one-step corrector;

- an a posteriori sub-cell limiter, which recomputes the solution of the troubled cells needing a limiter through an ADER-WENO finite volume scheme acting at the sub-cell level [26, 63];

- an adaptive mesh refinement (AMR) approach, which is implemented according to a cell-by-cell strategy and must be properly nested within the sub-cell philosophy (not done in these lectures but see [63]).

### 2.7 A sub-cell limiter for DG

Should we implement the ADER-DG scheme as it is described above, we would obtain a numerical scheme capable of resolving smooth solutions with an order of accuracy equal to $N + 1$, where $N$ is the degree of the chosen polynomials, but totally inadequate for discontinuous solutions, for which the Gibbs phenomenon would quickly lead to spurious oscillations and even to a breakdown of the scheme.

The procedures that have been adopted to overcome this difficulty can be roughly divided in two classes. From one side, it is possible to introduce additional numerical dissipation, either in the form of artificial viscosity [51, 43, 8], or by means of filtering [48]. From another side, it is possible to isolate the so-called troubled cells, namely those affected by spurious oscillations, and adopt for them some sort of nonlinear finite-volume-type slope-limiting procedure [16, 46, 5, 42], either based on nonlinear WENO or HWENO reconstruction or by applying a TVB limiter to the higher order moments of the discrete solution. The drawback of this strategy is that in most cases the subcell resolution properties of the DG scheme are immediately lost. A new idea for an a-posteriori limiter has been recently proposed by [26] and it works as follows.

- The unlimited ADER-DG scheme (2.39) is first used to evolve the solution from time $t^n$ to $t^{n+1}$, producing a so-called candidate solution $U^*_h(x, t^{n+1})$ inside each cell.

- The candidate solution $U^*_h(x, t^{n+1})$ is then checked against two different criteria to verify its validity, namely

1. Physical admissibility detection: if the conversion from conservative to primitive variables fails, or if either the pressure or the rest mass density drops below a threshold value, or if we encounter superluminal velocities, then the cell is flagged as troubled.
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Figure 2.2: Examples of DG polynomials $U_h$ on a cell (red) and associated projection $v_h = P(U_h)$ onto subcell averages (blue). The information contained in $U_h$ can be recovered from $v_h$ via the subcell reconstruction operator for $N_s \geq N + 1$. Figure taken from [26].

2. Numerical admissibility detection: if the polynomial representing the candidate solution does not lie between the minimum and the maximum of the polynomials representing the solution at the previous time step in the set $V_i$, then the cell is flagged as troubled. The set $V_i$ contains the cell $I_i$ and all its Voronoi neighbor cells that share a common node with $I_i$. This second detection criterion is specifically designed to remove spurious Gibbs oscillations from the solution and it works as follows: A candidate solution $U_h^*(x, t^{n+1})$ is said to fulfill the numerical admissibility detection criterion in cell $T_i$ if the following relation is fulfilled componentwise for all conserved variables:

$$\min_{y \in V_i} (U_h(y, t^n)) - \delta \leq U_h^*(x, t^{n+1}) \leq \max_{y \in V_i} (U_h(y, t^n)) + \delta, \quad \forall x \in T_i, \quad (2.40)$$

where $V_i$ is a set containing element $T_i$ together with its Voronoi neighbor cells that share a common node with $T_i$. We see from (2.40) that the discrete maximum principle is now applied in the sense of polynomials. The polynomial that represents the candidate solution on element $T_i$ must remain between the minimum and the maximum of the polynomials that have represented the discrete solution at the old time step in the neighborhood $V_i$ of cell $T_i$. The quantity $\delta$ is used to relax the strict maximum principle in order to allow some very small overshoots and undershoots and to avoid problems with roundoff errors. In practice we set

$$\delta = \epsilon \cdot \left( \max_{y \in V_i} (U_h(y, t^n)) - \min_{y \in V_i} (U_h(y, t^n)) \right), \quad (2.41)$$

with $\epsilon = 10^{-3}$.

- As soon as a cell is flagged as troubled at the future time $t^{n+1}$, it generates a local sub-grid formed by $N_s = 2N + 1$ cells per space dimension, each of which is assigned a subcell average $v_h(x, t^n)$ by means of a $L_2$ projection obtained from the DG polynomial at the previous time level $t^n$, i.e.

$$v_{i,j}^n = \frac{1}{|S_{i,j}|} \int_{S_{i,j}} u_h(x, t^n) \, dx = \frac{1}{|S_{i,j}|} \int_{S_{i,j}} \hat{u}_h^n \phi_l(x) \, dx, \quad \forall S_{i,j} \in S_i, \quad (2.42)$$
2.7. A SUB-CELL LIMITER FOR DG

where $S_i = \bigcup_j S_{i,j}$ is the set of the sub-grid cells. In this way the high accuracy of the DG polynomial is transferred to the subgrid level before the spurious oscillations arise. We choose $N_s = 2N + 1$ in order to guarantee that the maximum timestep of the ADER-DG scheme on the main grid

$$\Delta t < \frac{1}{d} \frac{1}{(2N + 1) \lambda_{\text{max}}},$$

matches the maximum possible time step of the ADER finite volume scheme on the sub-grid.

- The alternative data representation, provided by Eq. (2.42), is now used as initial condition to evolve the discrete solution with a more robust finite volume scheme on the sub-grid. This is done by resorting to either an ADER-WENO finite volume scheme, or to an even more robust second order TVD shock capturing scheme. For more details see [25, 62]. In practice, on the sub-grid a new evolution from time $t^n$ to $t^{n+1}$ is performed combining a third order WENO finite volume scheme with the spacetime discontinuous Galerkin predictor described in Sect. 1.9.

- The last step requires that the new solution at time $t^{n+1}$ over the sub-grid is projected back to the main grid. This is done imposing that

$$\int_{S_{i,j}} U_h(x, t^{n+1}) dx = \int_{S_{i,j}} v_h(x, t^{n+1}) dx, \quad \forall S_{i,j} \in S_i.$$

which is a standard reconstruction problem in high order finite volume methods [6, 53, 54] and spectral finite volume schemes [60, 41].
Figure 2.3: A schematic diagram illustrating the sub-cell limiter.
Appendix A

Conservation form of the 1D Euler equations

The Newtonian hydrodynamics equations for a one-dimensional, non self-gravitating fluid

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0, \quad \text{(A.1)}
\]

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = 0, \quad \text{(A.2)}
\]

\[
\frac{\partial E}{\partial t} + \frac{\partial [u(E + p)]}{\partial x} = 0, \quad \text{(A.3)}
\]

offer a simple example of a system of equations that can be written in conservative form like in (2.2) with a vector of conserved variables given by

\[
U = \begin{bmatrix}
\rho \\
\rho u \\
E
\end{bmatrix} \quad \text{(A.5)}
\]

primitive variables given by

\[
V = \begin{bmatrix}
\rho \\
u \\
p
\end{bmatrix} \quad \text{(A.6)}
\]

and a flux given by

\[
F = \begin{bmatrix}
\rho u \\
\rho u^2 + p \\
u(E + p)
\end{bmatrix}, \quad \text{(A.7)}
\]

where \( E = \frac{1}{2} \rho u^2 + \rho \epsilon \) is the total energy, \( \epsilon \) the specific internal energy. In the case of the Euler equations the conservative formulation reflects the physical conservation of specific and well defined quantities, i.e. the mass, the momentum and the energy. However, for other system of equations it may happen that the conservative formulation does not reflect any true conserved physical quantity.
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